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This paper reports progress towards the integrationof a Level Set based geometry kernel
with an octree-based cut-Cartesian mesh generatoRANS flow solver and post-processing
within a single piece of software. Recent researchas concentrated on parallelizing the
entire process with commaodity PC clusters as the tget. The aim of this work is to eliminate

all serial bottlenecks from the CFD Process — includmthe geometry kernel and its editing

& management during design optimization. The focusn this particular paper is the mesh

generation. The ultimate aim is to allow rapid probtyping design optimization to take place
on geometries of arbitrary size in a spirit of a ral time computer game.

. Introduction

Commodity PC clusters are cheap & commonplace laadeichnical quality of both mesh generators & fenlvers
is sufficient for serious, engineering applicatidn. the real world, CFD simulations are getting dag In
turbomachinery, flutter & noise simulations routineonsider several blade rows covering the whaoleudus and
demand meshes in the 50M range. Engine-airfranggiation simulations have to consider not just whamnuli
but also significant local airframe scenery and already pushing towards 100M cells. Airframe siations,
especially those with deployed flaps or undercgajare similarly nudging 100M+ cells. Motorsparhglations
are right out in front, especially open wheel dasjgvith whole car simulations demanding meshekipggowards
300M. Simulations of pollutant dispersion at themmito-meso scale in realistic city geometries lsekfor 1B cell
resolution. So what are the bottlenecks which migihnibit this trend; in particular, where are tiserial

bottlenecks?

Over the years the flow solver itself was considei® be the bottleneck and virtually all paralletinn strategies
and techniques were devised for and applied tostiheer. These days all front rank solvers have goasxhllel

performance and many can sustain that performanameshes well into the 100M+ range. Curiously, &osy,

most of this work has been “vanilla” in the serfsat existing solver technology was simply portetd iparallel; the
inverse question, what might be a good solver #lgor for efficient parallelization, seems only tave been
addressed rather superficially by, for example osig explicit rather than implicit matrix-basedtheds from the
existing tried & tested armoury.

Anyone with real-world experience of large simwag quickly realizes that generating & partitionitigg mesh
represents a key serial bottleneck. The move tosv@ddbit architectures will obviously permit biggaeshes to be
generated on a given PC but #peed of the generation will become unacceptably slo lf& machines are little
different in speed to 32 bit ones but simply oveneahe 4Mb address limit of the latter). Thereame research on
parallel mesh generation but it is not obvious howpartition efficiently the tried & tested “varall approaches of
multi-block structured or Delaunay-based unstrieduiCertainly little is available commercially aadrrent limits
are of order 60M cells. Most approaches to thetdbhigger meshes are like “chunking” whereby thelCodel is
cut up into smaller pieces (assuming the availgbdf suitable tools) and then meshed separately eommon

" wnd@eng.cam.ac.uk

1
American Institute of Aeronautics and Astronautics

Copyright © 2006 by W.N.Dawes. Published by the American Institute of Aeronautics and Astronautics, Inc., with permission.



inter-domain boundaries to be merged later (butieaghg contiguous viscous layers rapidly become a
nightmare...).

Similar issues of size and speed make post-prawgssserial bottleneck which cannot be resolveti wie shift to
64 bit architectures. One of the very few availgideallel post-processing packages is the pionggrf8 (Haimes
[1997]) but even this is limited by rendering réitee numbers of triangles per second which thehlacapengine can
comfortable handle) and would need parallel deéonattrategies to be devised and implemented.

Then there is the CAD model itself. It would app#at the current geometry modeling paradigm, baseBREP
patches/edges/topology bindings, is inherentlyakeiVhy does this matter? It matters because gemweire
getting bigger and more complex (and 64 bit wikrease model size but with little improvement iogassing
speed) and also because the trend in automatigrdespiimization is to interact directly with the OA Software
like CAPRI (Haimes et al [1999]) enables directeimbgation of the solid modeling kernel underpimnitne
(hopefully parameterised) CAD model but for largawdations and/or extensive optimizations everyghinust run
in parallel — and one figure of merit for the optiar is to minimize the number of licences tied up.

The research reported in this paper was motivayedsking the question: what would it take for #mtire CFD

Process from CAD-to-mesh-to-solver-to-post-proaesdd be inherently parallel, scalable and withany serial
bottlenecks? An interesting way forward appearbdahe integration of a geometry kernel based aevael Set
approach with an octree-based cut-Cartesian mastrafer, RANS flow solver and post-processing withisingle
piece of software. Some basic building-block wasks reported by Dawes [2005]. More recent reseaegigrted
in this paper, has concentrated on parallelizirey éhtire process with commodity PC clusters astahget. The
ultimate aim of this research is to allow rapidtptgping design optimization to take place on rgabdmetries of
arbitrary size in a spirit of a real time compujame.

II.  An Integrated, Parallel, Geometry Engine, Mesh Generator, Flow Soér & Post-Processor

A. Algorithmic architecture

The background to the new work presented hereei®xploration of the possibilities offered by tieration of
the solid modelling directly with the mesh generat& with the flow solution. This research combiriésas from
solid modelling (see for example Samareh [1999,P@MHaimes et al [1998]) with virtual sculpting Esefor
example, Galyean et al [1991], Perng et al [200] Baeretzen [2001]) combined in the context oingpke, cut-
Cartesian mesh flow solver ( see Bussoletti etLl8B5] or Aftosmis et al [1998]). A recent publicati (Dawes
[2005]) set out these building blocks and showeit thotential as a rapid prototyping design tool.

The core of the new code (“BOXER”) is a very effiof octree data-structure actidggnultaneously as a search
engine, as a spatial occupancy solid model anch aglaptive, unstructured mesh for the flow sol¥éris provides
unlimited geometric flexibility and very robust negeneration. The solid model is initialised by theport of a
tessellated surface from a variety of potentialresesi (most CAD engines have an STL export) or becti
interrogation of the CAD solid model kernel itselihe solid model is captured on the adaptive, unsired
Cartesian hexahedral mesh very efficiently by ogttthe tesselated boundaries using basic compugghigs
constructs developed for interactive 3D gaming éalmat real-time collision detection). This geometapture is
very fast; for example, a body represented by aiditsurface triangles can be imported into a mefsaround
11M cells (with 6-7 levels of refinement) in appmmately 2 minutes on a single, top-end PC. Theiapatcupancy
solid model is then sampled as a distance fieldraadaged as a Level Set; this forms a solid moglédarnel to
support the activities of the code. Adaptive mexfime/de-refine for the flow and for the geometrig the distance
field, enables both moving bodies and topologyieglit- flow sculpting (see Dawes [2005]). The algorithmic
architecture is illustrated in Figure 1.
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The associated 3D RANS solver was adapted fronxistireg unstructured mesh RANS solver (Dawes §2@0D1])
with the additional complications of handling harginodes and the cut cells. The cut cells are ithdibadvantage
of the Cartesian approach. For the present, rakgloratory research, the simple ghost cell apgrazcViecelli
[1971] was adopted as it is very robust; this eeti@ storing for each cut cell the local body ndrrivbore accurate
approaches are certainly possible and, althougkhm#n in this paper, BOXER has also the abilitdetete out the
cut cells and build layered viscous meshes alomly dormals.

B. Software architecture

The algorithmic architecture described above wasseh precisely because each building block is etbr
parallelizable.

The octree-based cut-Cartesian mesh generatiomitalgoworks very nicely in parallel. The hexahedcalls are
cut by local interactions with individual triangléem the STL/VRML input, or with reference to theral value of
the distance field. This can be partitioned easifgr a number of domains (as can the STL/VRML injpse|f
which may contain millions of triangles). At the ment load balancing between domains is static asédon the
spatial distribution of the input geometry triangfidn; the next challenge is to introduce dynamétabcing.
Communication between domains is relatively smaldl anainly related to the constraint to maintainl-cell
transitions at no more than h-2h.

The flow solver is straightforward to make para#ield a simple halo cell methodology was implemeatedpecial
ghost cells within the code’s existing data struesu

Post-processing is relatively easy to implemenarallel. Unlike streamlines, cut surface extrati#biso-surface
extraction, for example, do not even need inter@iancommunication. Each partition contributes adddtiangles
(with each node storing X,Y,Z and a scalar, likechlamumber) which is then sent to the master procesabined
with all the other contributions, and then rendesetject to selected transformations and lightinglefs. In future
work, the child processes will also decimate tkhemtributions to maximize the front end renderiater

The underpinning solid modeling kernel, the Levet $presentation of the spatial occupancy solidiehois
simply based on manipulating a field variable, distance field, and so cahso be trivially parallelized — as can
any tools to manipulate the geometry. This apptaifer this sort of solid modeling kernel a bidvantage &
opportunity compared to the conventional BREP aliives.

The structure developed to integrate these builthiegks in parallel was an event queue managedt-phrent-
sibling hierarchy implemented in a mixture of C &dRTRAN using OpenGL/glut and MPI. This architeetis
illustrated in Figure 2.
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int main() {

PEEEN MPI messages

MPI_Init();

glutinit(); | |
glutDisplayFunc() E; ﬂrrz)esr;/cr)?fgne/derefme
glutkeyboardFunc(); keyboard/mouse cont W SOW
glutSpecialFunc(); F3 extract Level Set

F4 select edit tool

F5 edit Level Set

F6 extract cut planes
F7 extract iso-surfaces
} F8 ...

a Y Y w Y

glutMouseFunc();
glutMotionFunc();
glutMainLoop();

e extract cut planes
e extract iso-surfaces

* mesh/refine/derefing
+ flow solve
+ edit the Level set

extract cut planes
extract iso-surfaces

mesh/refine/derefing
flow solve
edit the Level set

S

e extract cut planes
e extract iso-surfaces

* mesh/refine/derefing
+ flow solve
+ edit the Level set

Figure 2 Software architecture of BOXER

lll.  Example applications

The focus of this paper is on mesh generationyéupublications will be more concerned with flowsiog & post-
processing. This section contains some samplecgioins selected to illustrate not only the palaléeformance of
the mesh generation but also the generation of @sesmply too large for single PC.

A. Classic speed-up tests for a simple shrouded thine — 2.27M cells

The first example is the simple case of a shrouddane
blade which can be adequately resolved with aivelst
coarse mesh of about 2.27M cells. The hardwareogieg!
was a simple laptop front-end connected via théceff
network to a cluster of 16 PC’s. Each of these R@s a 30 |
2.5GHz Pentium IV processor with only 1Gb RAM; they
are interconnected by simple 1Gb/s Ethernet indicdéed
circuit. Figure 3 shows the mesh generation time ir
seconds on 1, 2, 4, 8 & 16 PC's together with arszfce
“theoretical” performance. As can be seen, for #nsll
mesh the generation time becomes communicationebour
beyond 8 PC’s. Nevertheless, 10 seconds is a reiigrk
small time for a mesh for this class of geometry.

Shrouded turbine - 2.27Mcells

B BOXER simulations

@ theoretical performance

| |
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Number of processors

Mesh generation time/seconds
= n n
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o

Figure 3 Mesh generation timings for the generic
shrouded turbine

o
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. BOXER - master window - v6.1 & [ . BOXER - master window - v6.1 & i

Figure 4 Capture of a generic industrial gas turbire geometry on a cluster of 8 PC’s (the plot on thréght
hand side is coloured by processor number).

Figure 4 shows cuts through the turbine mesh: erett hand side are the “flow cells”; on the rigdhthe total mesh
coloured to show the contributions of each of the@essors. The domain is partitioned by considettie X-wise
distribution of defining boundary cells — hence tligering axial extents of each partition’s mesh.

This static domain decomposition is simple to impdait but not necessarily the most efficient simeedrely shares
the work roughly equally between processors rathan minimising communicate relative to computedlng.
Future work will certainly focus on better partiting and also dynamic as well as static load bahgnc

B. New York — 5.36M cells

The next example was chosen to illustrate sombeeobpportunities that scalable, parallel mesh geiwer will open
up for geometries of class city.

Increasingly, in areas of strong current interist pollution dispersion, there is a need to liokdl building/street
“micro” scale simulations based on CFD to larggjoral “macro” scale simulations based on modellidgnce,
simulations combining elements of both CFD and rimdgefor the “meso” scales associated with entiitees are
within sight.

The example chosen here was New York, availabl&Th or VRML formats readily on the internet (see fo
example:_www.3dCADbrowser.cmFigure 5 shows two mesh cuts through a mode&38Mb.cell mesh — this
places only about 4-8 mesh spacings per buildirdghabut is sufficient to provide a realistic sphtéstribution of
blockage down at building/street scale. This i joe large to run well on a cluster of 4 PC’s (fzatitioning is not
totally equal and one of the four PC’s needs tovidmal) but runs very nicely on 8 and 16 PC’seTrhesh shown
in Figure 5 was generated on 16 PC's in only 52sés and the right hand plot is coloured to disptesyindividual
partitions.

The ability to generate a mesh so quickly fromteesellated input (input could also be taken froigitBl Elevation
Mapping datasets) means that it would be practicatart up a simulation in response to a partiquddiution event
for any city pre-stored in a library.
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Figure 5 Two views of New York captured from a pulit domain VRML file; the plot on the right is coloured
by processor number to illustrate the 16 partitionsn use.

C. F18 aircraft -19.9M cells

The last example, illustrated in Figure 6, is @M cell mesh generated for a F18 aircraft impoite8TL format
This mesh is too big for anything other than theplete cluster of 16 PC’s — and is generated iy 6Alseconds —
neatly demonstrating the objective of pursuing, faatallel meshing.
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Figure 6 Views of a 19.9M cell mesh generated in &&conds on 16 PC's; the plot on the right is coloed by
processor number.
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IV. Concluding Remarks; Future Plans

This paper has attempted to show that it may beilplesto construct a practical simulation systemcWwhis
inherently parallel and scalable by integratinglidsmodeling kernel, mesh generator, flow solvepdst-processor
within a single piece of software. The serial tdcks which represent an increasing restrictiomdce orthodox
CFD Processes as geometries and problem sizegget land more complex can be overcome by a radétiaink.
Future work will try to exploit this new paradigmrfrapid prototyping design optimization.
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